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Reference point of floating-reference method

for blood glucose sensing
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A problem in terms of the accuracy of noninvasive measurement of blood glucose with near-infrared (NIR)
spectroscopy is mainly caused by the weak glucose signal and strong background variations. We report
the existence of the radial reference point in a floating-reference method, which is supposed to solve this
problem. Based on the analysis of the infinite diffusion theory, the local condition of the reference point
is deduced theoretically. Then the experiments using the intralipid solutions are constructed to testify
the existence of the reference point. In order to further validate our results, Monte Carlo simulations are
performed to calculate the diffused light distribution according to the variation of the glucose concentration
in the intralipid solutions. All the reference points existing in three-layer skin model are also listed at the
wavelength of 1200 – 1700 nm.
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In the past few decades, various optical methods have
been developed to achieve noninvasive and continu-
ous monitoring of blood glucose concentration in hu-
man body, which is an urgent requirement for diabetic
patients[1]. Among these methods, near-infrared (NIR)
spectroscopy is one of the most promising methods for
noninvasive applications[2−6]. Based on chemometrics,
NIR spectroscopy has shown great potential in nonin-
vasive measurement of physiological information, such
as glucose and hemoglobin concentration in biological
tissues[7,8]. Maruo et al. applied a new methodology
that could build calibration models essentially from nu-
merical simulation, while the conventional methodology
required pre-experiments such as sugar tolerance tests[9].
Kramer et al. measured the reference spectrum repeat-
edly in the warming-up stage of their spectrometer, and
based on the acquired spectra, corrected their predefined
calibration model[10]. Despite of great efforts made by
optical scientists and engineers, products available clini-
cally have not been realized. The major obstacle is the
low sensitivity of the diffuse reflectance to the blood glu-
cose concentration because of the existence of the weak
blood glucose signal in a great variety of human physi-
cal backgrounds, which results in difficulties to extract
effective glucose information. This phenomenon also ap-
pears in in vitro experiments due to the variable back-
ground noise. A standard material that will diminish
the noise disturbance to the componential signal can be
easily found for calibration in in vitro experiments[11].
However, it is hard to find the reference material similar
to the physiological characteristics. So clinical applica-
tions of this technology have been limited.

Previously, our group proposed the floating-reference
method to eliminate the physiological noise[12]. The glu-
cose concentration will change the absorption and scat-
tering characteristics of human tissue, which syntheti-
cally results in the variation of diffuse reflectance. A
special source-detector separation exists to be the in-
ternal reference point for blood glucose sensing, where

the reflected light intensity is insensitive to the variation
of glucose concentration in virtue of the counteractive
effects of absorption and scattering. So the diffuse re-
flected light at this separation contains the information
of human physiological changes, other than the blood
glucose concentration. The spectrum measured in the
reference point can be used as a reference signal to ef-
fectively diminish the influence of biological interference
and enhance the sensitivity of glucose measurement.

The key technology of floating-reference method is to
locate the reference point. We analyze the infinite so-
lution of diffusion equation. Since the condition of the
experiment that we construct is infinite, the distribution
of the diffused light is expressed as[13]
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The existing condition of the reference point rr is that S
equals to zero due to the counteractive effects of absorp-
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tion and scattering, which can be described as
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where δµa = dµa/dCg denotes the change of µa caused
by the variation of glucose concentration; δµ′

s = dµ′

s/dCg

denotes the change of µ′

s caused by the variation of glu-
cose concentration.

According to Eq. (5), we can obtain
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where µ′

t = µa + (1 − g)µs.
Obviously, rr can be divided into two parts. The first

part can be expressed as ρ(∆cg). It mainly represents the
relation between the variations of optical properties and
glucose concentration. The second part is determined by
µa and µ′

s of the sample. Equation (6) can be expressed
as

rr = ρ(∆cg) ×
2

µeff
. (7)

For the same sample, the second part of Eq. (7) is fixed.
Then the location of reference point is mainly affected
by the coefficient ρ(∆cg).

We use 10% intralipid solution as the sample. The op-
tical parameters are based on Ref. [14], and the influence
of glucose concentration on the sample is based upon Ref.
[15]. At the wavelength of 1300 nm, the reference point
of 10% intralipid is calculated at the source-detector sep-
aration of 1.1 mm according to Eq. (6).

To experimentally validate the existence of reference
point, the distributions of diffuse reflected light are de-
tected in the 10% intralipid solutions with different glu-
cose concentrations. As shown in Fig. 1, two optical
fibers are immerged into the intralipid solution at the
same level. The incident fiber is fixed, while the collect-
ing fiber moves along the radial direction from 0 to 2 mm,
at 0.08-mm interval. A laser diode (QDFBLD-1300-20,
Qphotonics, LLS, USA), working at the wavelength of
1310 nm and the power of 20 mW, is used to provide
the NIR light. The light is injected into the phantom
through the incident fiber, and then the diffuse light is
detected by the InGaAs photodiode (G5853-203, Hama-
matsu Photonics K.K., Japan) through the collecting
fiber, which is then input into the computer after being
digitized by a 16-bit data acquisition card (PCI-MIO-
16XE-50, National Instrument Inc., USA).

By processing the data, the difference of diffuse re-
flectance is obtained between the pure intralipid solution
and intralipid solutions with different glucose concentra-
tions. Figure 2 shows that the radial distribution of dif-
fuse reflected light changes with the variation of glucose

Fig. 1. Radial light distribution measurement system.

Fig. 2. Reference point of glucose in 10% intralipid solution
by experiment.

Fig. 3. Reference point of glucose in 10% intralipid solution
by simulation.

concentration, and the reference point of 10% intralipid
solution is apparently located at the source-detector sep-
aration of 0.8 mm at the wavelength of 1310 nm.

In order to further validate the existence of the refer-
ence point, Monte Carlo simulation[16] is then performed.
In Monte Carlo code, the photons are injected into the
medium and their trajectories are traced according to
statistical rules until they are detected or exited. The
ratio of reflective photons, which represents the diffuse
reflected light intensity at different radial distances, can
be calculated by the program. After deducting the light
intensity of the background sample (pure intralipid so-
lution), we can get the change of reflectance induced
by glucose against with different source-detector separa-
tions. As shown in Fig. 3, at the wavelength of 1300 nm,
a radial reference point where the diffuse reflectance is
insensitive to the variation of glucose concentration ex-
ists at the source-detector separation of 1 mm in 10%
intralipid solution, which is consistent with the results of
experiment and analytical theory.

Because the skin can be regarded as a semi-infinite
medium and multiple layers, it is much harder to be
managed using the diffusion theory. In this case, Monte
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Table 1. The Reference Points of Three-Layer Skin
Model at 1200 – 1700 nm

Wavelen-
Layer µa (cm−1) µs(cm

−1) g
Reference

gth (nm) Point (mm)

Epidermis 0.2869 152.7897 0.9

1200 Dermis 0.8607 152.7897 0.9 3.1

Subcutaneous 2.623 96.9951 0.9

Epidermis 0.2545 151.7857 0.9

1250 Dermis 0.6991 151.7857 0.9 2.2

Subcutaneous 0.8688 96.0714 0.9

Epidermis 0.2049 148.4979 0.9

1300 Dermis 0.7787 148.4979 0.9 2.8

Subcutaneous 0.2049 94.4206 0.9

Epidermis 0.8065 147.4194 0.9

1350 Dermis 2.1505 147.4194 0.9 1.8

Subcutaneous 0.4301 93.5484 0.9

Epidermis 3.6885 144.6352 0.8804

1400 Dermis 11.2295 144.6352 0.8804 1.4

Subcutaneous 1.8852 91.8455 0.8804

Epidermis 6.3441 143.5484 0.8587

1450 Dermis 19.4086 143.5484 0.8587 0.9

Subcutaneous 1.7742 90.9677 0.8587

Epidermis 4.4672 140.7725 0.8618

1500 Dermis 14.4672 140.7725 0.8618 none

Subcutaneous 1.8852 88.8412 0.8618

Epidermis 1.5574 137.7682 0.9

1600 Dermis 5.2869 137.7682 0.9 none

Subcutaneous 0.8197 86.6953 0.9

Epidermis 1.2295 134.7639 0.9

1700 Dermis 4.877 134.7639 0.9 none

Subcutaneous 9.3443 84.97885 0.9

Carlo simulation is the optimal method to deal with
three-layer boundary conditions. In this simulation, the
structure of the human skin is regarded as three layers,
namely epidermis, dermis, and subcutaneous tissue. The
thicknesses of the first and second layers are 0.5 and
3.5 mm, respectively. The third layer is assumed to be
infinite. The optical parameters are based on Ref. [17].

The changes of optical parameters in dermis are only
considered according to the variations of glucose con-
centrations, whereas the parameters of epidermis and
subcutaneous tissue are supposed to be constant. The
reference points at the wavelength of 1200 – 1700 nm are
shown in Table 1. The tissue optical parameters of differ-
ent skin layers which we input in Monte Carlo program
are also listed. We can see that the reference points exist
at the wavelength of 1200 – 1450 nm and there is no ref-
erence point for the wavelength of 1500 – 1700 nm, which
validate the characteristic of wavelength-dependence.
The photons for Monte Carlo simulation are about 108.

The radial reference point is analyzed aiming at the
application of floating-reference method. By the sample
of 10% intralipid, we investigate the existence character-
istics in three aspects: the analytical theory, the in vitro
experiment, and Monte Carlo simulation. All these re-
sults validate the existence of the reference point. But in
in vivo measurement, the variability of optical charac-
teristics on living body is obvious and the diversification
of races, ages, and appearances will lead to differences in
skin tissue structure properties. They both affect the ref-
erence point in the actual in vivo measurement. These
influences on the reference point have been discussed[18],
and further investigations should be conducted for the
application of this novel method.

In conclusion, a novel method called floating-reference
method is proposed to solve the problem of weak glucose
signal and strong background variations in noninvasive
measurement of blood glucose with NIR spectroscopy.
The key factor of this method is whether a reference
point exists. Based on the diffusion equation, we analyze
the sensitivity of the diffused light to the variation of
the glucose concentration, and then derive the condition
and distribution characteristics of the reference point.
The 10% intralipid solution is constructed as the sample.
At the wavelength of 1300 nm, the reference point is
calculated at the source-detector separation of 1.1 mm.
The in vitro experiment is performed by the double-fiber
system, and the result shows that the diffused light is
not sensitive to the variation of glucose concentration at
the location of 0.8 mm. For further validation, Monte
Carlo method is used to calculate the diffused light dis-
tribution. The result indicates that the reference point
is located at about 1 mm. The simulation results of
reference point in three-layer skin model are given at
the wavelength of 1200 – 1700 nm. The results of the
experiment and simulation show that the reference point
could be found in a particular source-detector location in
particular phantom, which provides guarantee for further
research of floating-reference method.
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